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The term adolescence comes from the 

latin word adolescere, meaning “to 

grow to maturity”.

Primitive people didn’t consider 

puberty and adolescence to be distinct 

periods in the life span, the child is 

regarded as an adult when capable of 

reproduction

As it is used today, the term 

adolescence has a broader meaning. It 

includes mental, emotional, and social 

maturity as well as physical maturity.   





Psychologically, adolescence is the age 

when the individual becomes integrated 

into the society of adults , the age when 

the child no longer feels that he is below 

the level of his elders but equal, at least 

in rights. This integration into adult 

society has many affective aspects , more 

or less linked with puberty. It also 

includes very profound intellectual 

changes. 



 ADOLESCENCE IS AN 

IMPORTANT PERIOD.





 ADOLESCENCE IS A 

TRANSITIONAL PERIOD.







ADOLESCENCE IS A PERIOD 

OF CHANGE.







ADOLESCENCE IS A 

PROBLEM AGE.









ADOLESCENCE IS A TIME OF 

SEARCH FOR IDENTITY.







ADOLESCENCE IS DREADED 

AGE.





ADOLESCENCE IS A TIME OF 

UNREALISM.





ADOLESCENCE IS THE 

THRESHOLD OF ADULTHOOD.









LINEAR  ALGEBRA



 Inner product represented by angle brackets

Let u, v, and w be vectors in a vector space V, and let c

be any scalar. An inner product on V is a function that 

associates a real number               with each pair of 

vectors u and v and satisfies the following axioms:

(1)

(2)

(3)

(4)          

(5)                     if and only if 

〉〈〉〈 uvvu ,, =

〉〈〉〈〉〈 wuvuwvu ,,, +=+

〉〈〉〈 vuvu ,, cc =

0, 〉〈 vv

0, =〉〈 vv =v 0

,u v〈 〉

,u v〈 〉



Note:

5.30

      dot product (Euclidean inner product for ) 

 , general inner product for a vector space 

nR

V

 =

 =

u v

u v

◼ Note:

A vector space V with an inner product is called an inner product space

Vector space:

Inner product space:

( ,  ,  )V + 

( ,  ,   ,  ,  >)V +  
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◼ Ex : The Euclidean inner product for R
n

Show that the dot product in R
n

satisfies the four axioms of an inner 

product

nnvuvuvu +++== 2211, vuvu 〉〈

),, ,(,),, ,( 2121 nn vvvuuu  == vu

Sol:
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◼ Ex : A different inner product for R
n

Show that the following function defines an inner product on R2. 

Given                     and                   ,

2211 2, vuvu +=〉〈 vu

),(    ),( 2121 vvuu == vu

Sol:

1 1 2 2 1 1 2 2(1) , 2 2 ,u v u v v u v u= + = + =u v v u〈 〉 〈 〉

〉〈〉〈

〉〈

wuvu

wvu

,,

)2()2(
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)(2)(,

22112211

22221111

222111

+=

+++=

+++=

+++=+

wuwuvuvu

wuvuwuvu

wvuwvu

1 2(2)   ( , )w w=w
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◼ Note: Example can be generalized such that 

can be an inner product on R
n1 1 1 2 2 2, for all 0, in n nc u v c u v c u v c= + + + u v〈 〉

1 1 2 2 1 1 2 2(3)   , ( 2 ) ( ) 2( ) ,c c u v u v cu v cu v c= + = + =u v u v〈 〉 〈 〉

2 2

1 2(4) , 2 0v v= + v v〈 〉

2 2

1 2 1 2(5) , 0 2 0 0 ( )v v v v=  + =  = = =v v v 0〈 〉
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◼ Ex : A function that is not an inner product

Show that the following function is not an inner product on R3

1 1 2 2 3 3, 2u v u v u v= − +u v〈 〉

Sol:

Let
)1,2,1(=v

Then , (1)(1) 2(2)(2) (1)(1) 6 0= − + = − v v〈 〉

Axiom 4 is not satisfied 

Thus this function is not an inner product on R3
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◼ Theorem: Properties of inner products

Let u, v, and w be vectors in an inner product space V, and let c be 

any real number

(1)

(2)

(3)
, , 0= =0 v v 0〈 〉〈 〉

, , ,+ = +u v w u w v w〈 〉〈 〉〈 〉

, ,c c=u v u v〈 〉 〈 〉



5.36
u and v are orthogonal if                     

◼ Distance between u and v:

−−=−= vuvuvuvu ,||||),(d

◼ Angle between two nonzero vectors u and v:

 = 0,
||||||||

,
cos

vu

vu 〉〈

◼ Orthogonal:

0, =〉〈 vu

( )⊥u v

◼ Norm (length) of u: 

〉〈 uuu ,|||| =

※ The definition of norm (or length), distance, angle, orthogonal, and normalizing 

for general inner product spaces closely parallel to those based on the dot 

product in Euclidean n-space
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◼ Normalizing vectors

(1) If              , then v is called a unit vector 

(2)

1|||| =v

v 0 Normalizing⎯⎯⎯⎯→
v

v (the unit vector in the 

direction of v)

(if v is not a 

zero vector)

(Note that is defined as              )v ,v v
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◼ Ex : An inner product in the polynomial space

2 2

2Let ( ) 1 2 , ( ) 4 2  be polynomials in p x x q x x x P= − = − +

0 0 1 1, n np q a b a b a b + + + is an inner product

(a) , ?p q = (b) || || ?q = (c) ( , ) ?d p q =
Sol:

(a) , (1)(4) (0)( 2) ( 2)(1) 2p q = + − + − =

2 2 2(b) || || , 4 ( 2) 1 21q q q= = + − + =

2

2 2 2

(c) 3 2 3

     ( , ) || || ,

                      ( 3) 2 ( 3) 22

p q x x

d p q p q p q p q

− = − + −

 = − =  − − 

= − + + − =

, and For 1010

n

n

n

n xbxbbqxaxaap +++=+++= 

and  
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◼ Properties of norm: (the same as the properties for the dot product in R
n
)

(1)

(2)                 if and only if 

(3)

◼ Properties of distance: (the same as the properties for the dot product in 

R
n
)

(1)

(2)                        if and only if 

(3)

0|||| u

0|||| =u 0u =

|||||||||| uu cc =

0),( vud

0),( =vud vu =

),(),( uvvu dd =
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◼ Theorem ：

Let u and v be vectors in an inner product space V

(1) Cauchy-Schwarz inequality:

(2) Triangle inequality:

(3) Pythagorean theorem:

u and v are orthogonal if and only if   |||||||||||| vuvu ++

222 |||||||||||| vuvu +=+

|||||||||,| vuvu 〉〈



Orthogonal set

5.41

A set S of vectors in an inner product space V is called an orthogonal set if 

every pair of vectors in the set is orthogonal

◼ Orthonormal set

An orthogonal set  in which each vector is a unit vector is called 

orthonormal set

 1 2

2

, , ,

For ,  , , 1

For ,  , 0                          

n

i j i i i

i j

S V

i j

i j

=  

 =   =   = =


   =

v v v

v v v v v

v v

 

ji

VS

ji

n

=

=

for  ,0,

,,, 21

vv

vvv 
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◼ Note:

– If S is also a basis, then it is called an orthogonal basis or an

orthonormal basis

– The standard basis for R
n

is orthonormal. For example,

is an orthonormal basis for R3

 )100()010()001( ,,,,,,,,S =



 Ex : A nonstandard orthonormal basis for R3

Show that the following set is an orthonormal basis

5.43












−














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







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1
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2
,

3

2
,

3
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,

6

2
,

6

2
,0,

2

1
,

2

1

321

S

vvv

Sol:

First, show that the three vectors are mutually orthogonal

0
9

22

9

2

9

2

00
23

2

23

2

00

32

31

6
1

6
1

21

=+−−=

=+−=
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vv

vv

vv
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Second, show that each vector is of length 1

Thus S is an orthonormal set

1||||

1||||

10||||

9
1

9
4

9
4

333

9
8

36
2

36
2

222

2
1

2
1

111

=++==

=++==

=++==

vvv

vvv

vvv

Because these three vectors are linearly independent (you can check by solving 

c1v1 + c2v2 + c3v3 = 0) in R3 (of dimension 3), by (given a vector space with 

dimension n, then n linearly independent vectors can form a basis for this 

vector space), these three linearly independent vectors form a basis for R3. 

 S is a (nonstandard) orthonormal basis for R3
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the standard basis                       is orthonormal

◼ Ex : An orthonormal basis for P2(x)

In , with the inner product ,

221100, bababaqp ++=

} , ,1{ 2xxB =

2 ( )P x

Sol:

,001 2

1 xx ++=v ,00 2

2 xx ++=v ,00 2

3 xx ++=v

1 2

1 3

2 3

    , (1)(0) (0)(1) (0)(0) 0

    , (1)(0) (0)(0) (0)(1) 0

    , (0)(0) (1)(0) (0)(1) 0

  = + + =

  = + + =

  = + + =

v v

v v

v v

Then

( )( ) ( )( ) ( )( )

( )( ) ( )( ) ( )( )

( )( ) ( )( ) ( )( )

1 1 1

2 2 2

3 3 3

1 1 0 0 0 0 1

0 0 1 1 0 0 1

0 0 0 0 1 1 1

=   = + + =

=   = + + =

=   = + + =

v v , v

v v , v

v v , v



 Theorem: Orthogonal sets are linearly independent
If                                  is an orthogonal set of nonzero 
vectors in an inner product space V, then S is linearly 
independent 

5.46

Pf:

S is an orthogonal set of nonzero vectors,

i.e., , 0 for ,  and , 0i j i ii j  =    v v v v

1 1 2 2

1 1 2 2

For  

, , 0

n n

n n i i

c c c

c c c i

+ + + =

  + + +  =   = 

v v v 0

v v v v 0 v

1 1 2 2   , , , ,

      , 0

i i i i i n n i

i i i

c c c c

c

   +   + +   + +  

=   =

v v v v v v v v

v v

, 0   0       is linearly independenti i ic i S    =  v v

},,,{ 21 nS vvv =
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◼ Corollary :

If V is an inner product space with dimension n, then any

orthogonal set of n nonzero vectors is a basis for V

1. if S = {v1, v2, …, vn} is an orthogonal set of n vectors, then S is 

linearly independent

2. if S = {v1, v2, …, vn} is a linearly independent set of n vectors in 

V (with dimension n), then S is a basis for V



 Ex : Using orthogonality to test for a basis

Show that the following set is a basis for

5.48

4R

)}1,1,2,1(,)1,2,0,1(,)1,0,0,1(,)2,2,3,2{(

4321

−−−−=S

vvvv

Sol:

02262

02402

02002

41

31

21

=−−+−=

=−++−=

=−++=

vv

vv

vv

1 2 3 4, , , : nonzero vectorsv v v v

01201

01001

01001

43

42

32

=+−+=

=+++−=

=+++−=

vv

vv

vv

orthogonal is S

4for  basis a is RS



 Theorem: Coordinates relative to an orthonormal basis

If                                   is an orthonormal basis for an inner 

product space V, then the unique coordinate representation of a 

vector w with respect to B is

5.49

},,,{ 21 nB vvv =

1
Since , ,  then

0
i j

i j

i j

=
  = 


v v

Vkkk nn +++= vvvw 2211

Pf:

is an orthonormal basis for V

1 1 2 2, , , n n=   +   + +  w w v v w v v w v v

},,,{ 21 nB vvv =



5.50

1 1 2 2

1 1

, ( ),

, , ,

            for  = 1 to 

i n n i

i i i i n n i

i

k k k

k k k

k i n

= + + +

= + + + +

=

w v v v v v

v v v v v v

nn vvwvvwvvww +++= ,,, 2211 

◼ Note:

If is an orthonormal basis for V and ,
},,,{ 21 nB vvv = Vw

Then the corresponding coordinate matrix of w relative to B is

 

























=

n

B

vw

vw

vw

w

,

,

,

2

1





 Ex

For w = (5, –5, 2), find its coordinates relative to the 

standard basis for R3
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2)1,0,0()2,5,5(,

5)0,1,0()2,5,5(,

5)0,0,1()2,5,5(,

33

22

11

=−==

−=−==

=−==

vwvw

vwvw

vwvw

















−=

2

5

5

][ Bw



 Ex : Representing vectors relative to an orthonormal

basis

Find the coordinates of  w = (5, –5, 2) relative to the 

following orthonormal basis for       

5.52

)}1,0,0(,)0,,(,)0,,{(
5
3

5
4

5
4

5
3 −=B

3R

Sol:

2)1,0,0()2,5,5(,

7)0,,()2,5,5(,

1)0,,()2,5,5(,

33

5
3

5
4

22

5
4

5
3

11

=−==

−=−−==

−=−==

vwvw

vwvw

vwvw

















−

−

=

2

7

1

][ Bw

1v 2v 3v



Gram-Schmidt orthonormalization process:

is a basis for an inner product space V

5.53

},,,{ 21 nB vvv =

1 1
1

1 1

2
2 2 2 2 1 1

2

3
3 3 3 3 1 1 3 2 2

3

1

1

1 2

,  where 

,  where 

 

,  where 

{ , , , } is an orthonormal basis for 

n
n

n n n n i i

in

n V

−

=

= =

= = −

= = − −

= = −





w v
u

w v

w
u w v v , u u

w

w
u w v v , u u v , u u

w

w
u w v v , u u

w

u u u



Let S be a subspace of an inner product space V

(a) A vector v in V is said to be orthogonal to S, if v is

orthogonal to every vector in S, i.e., 

(b) The set of all vectors in V that are orthogonal to S is 

called the orthogonal complement of S

5.54

} ,0,|{ SVS ==⊥
wwvv

))perp" " (read ( SS ⊥

◼ Orthogonal complement of V: 

 ( )  (1)                   (2)V V
⊥ ⊥= =0 0

▪ Notes:

(This is because                for any vector v in V), 0  =0 v

, 0 ,  S  =  v w w



Notes:   

5.55

 

Given  to be a subspace of ,

(1)  is a subspace of 

(2)

(3) ( )

S V

S V

S S

S S

⊥

⊥

⊥ ⊥

 =

=

0

 

2

2

If ,    -axis

Then (1)  -axis is a subspace of 

         (2)  (0,0)

         (3)  ( )

V R S x

S y R

S S

S S

⊥

⊥

⊥ ⊥

= =

=

 =

=

▪ Ex:



Direct sum

Let  S1 and S2 be two subspaces of V. If each vector         

can be uniquely written as a sum of a vector v1 from S1

and a vector v2 from S2, i.e., x = v1+ v2, then V is the 

direct sum of S1 and S2 , and we can write                 

5.56

Vx

21 SSV =
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◼ Theorem : Properties of orthogonal subspaces

Let S be a subspace of V (with dimension n). Then the following 

properties are true

(1)   

(2)   

(3)   

nSS =+ ⊥ )dim()dim(

⊥= SSV

SS =⊥⊥ )(



5.58



A book review is a form of literary criticism in which a book is 

analyzed based on content, style, and merit . A book review 

may be a primary source, opinion piece, summary review or 

scholarly review. Books can be reviewed for printed 

periodicals, magazines and newspapers, as school work, or for 

book web sites on the Internet. A book review's length may 

vary from a single paragraph to a substantial essay. Such a 

review may evaluate the book on the basis of personal taste.



An analytic or critical review of a book or article is not 

primarily a summary; rather, it comments on and evaluates

the work in the light of specific issues and theoretical 

concerns in a course.The literature review puts together a 

set of such commentaries to map out the current range of 

positions on a topic; then the writer can define his or her 

own position in the rest of the paper. Keep questions like 

these in mind as you read, make notes, and write the 

review
1.What is the specific topic of the book or article? What 

overall purpose does it seem to have? For what 

readership is it written? (The preface, 

acknowledgements, bibliography and index can be 

helpful in answering these questions. Don’t overlook 

facts about the author’s background and the 

circumstances of the book’s creation and publication.)



2.Does the author state an explicit thesis? Does he or she 

noticeably have an axe to grind? What are the theoretical 

assumptions? Are they discussed explicitly? (Again, look for 

statements in the preface, etc. and follow them up in the 

rest of the work.)

3.What exactly does the work contribute to the overall 

topic of your course? What general problems and concepts 

in your discipline and course does it engage with?

4.What kinds of material does the work present (e.g. 

primary documents or secondary material, literary 

analysis, personal observation, quantitative data, 

biographical or historical accounts)?



5.How is this material used to demonstrate and argue the 

thesis? (As well as indicating the overall structure of the 

work, your review could quote or summarize specific 

passages to show the characteristics of the author’s 

presentation, including writing style and tone.)

6.Are there alternative ways of arguing from the same 

material? Does the author show awareness of them? In 

what respects does the author agree or disagree?

7.What theoretical issues and topics for further discussion 

does the work raise?

8.What are your own reactions and considered opinions 

regarding the work?


